
IMA Journal of Numerical Analysis (2023) 43, 1653–1684
https://doi.org/10.1093/imanum/drac018
Advance Access publication on 25 May 2022

A manifold inexact augmented Lagrangian method for nonsmooth optimization
on Riemannian submanifolds in Euclidean space

Kangkang Deng
Beijing International Center for Mathematical Research, Peking University, Beijing 100871, China

and

Zheng Peng∗
School of Mathematics and Computational Science, Xiangtan Univeristy, Xiangtan 411105, China, and

National Center for Applied Mathematics in Hunan, Xiangtan 411105, China
∗Corresponding author: pzheng@xtu.edu.cn

[Received on 28 January 2021; revised on 31 March 2022]

We develop a manifold inexact augmented Lagrangian framework to solve a family of nonsmooth
optimization problem on Riemannian submanifold embedding in Euclidean space, whose objective
function is the sum of a smooth function (but possibly nonconvex) and a nonsmooth convex func-
tion in Euclidean space. By utilizing the Moreau envelope, we get a smoothing Riemannian mini-
mization subproblem at each iteration of the proposed method. Consequentially, each iteration sub-
problem is solved by a Riemannian Barzilai–Borwein gradient method. Theoretically, the conver-
gence to critical point of the proposed method is established under some mild assumptions. Numer-
ical experiments on compressed modes problems in physic and sparse principal component analysis
demonstrate that the proposed method is a competitive method compared with some state-of-the-art
methods.

Keywords: nonsmooth optimization; Riemannian manifold constraint; augmented Lagrangian method;
Moreau envelope.

1. Introduction

Riemannian optimization is concerned with optimizing a real-value function over a nonlinear constraint
endowed with a manifold structure M . The area has recently aroused considerable research interests
due to the wide applications in different fields, such as computer vision, signal processing, etc. (Absil
et al., 2009). In these applications, manifold M could be Stiefel manifold, Grassmann manifold or
symmetric positive definite manifold and so on. Many classical optimization methods in Euclidean
space have been extended to Riemannian optimization problem, e.g., gradient-type methods (Absil et
al., 2009; Zhang & Sra, 2016; Boumal et al., 2018), Newton-type methods (Ferreira & Silva, 2012;
Huang et al., 2015b; Yuan et al., 2017; Bortoloti et al., 2020) and trust region methods (Absil et al.,
2007; Baker et al., 2008; Boumal, 2015; Huang et al., 2015a). However, most of the existing works
focus on the case when objective function is smooth, nonsmooth Riemannian optimization problem
is less explored, but has drawn increasing attention in recent years; see Absil & Hosseini (2019) for
an example.
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1654 K. DENG AND Z. PENG

In this paper, we consider a nonconvex nonsmooth Riemannian optimization problem as follows:

⎧⎨
⎩

min
X∈E F(X) := f (X) + g(AX)

s.t. X ∈ M,
(1.1)

where M is a Riemannian submanifold embedding in a Euclidean space E, f : M → R is a smooth
but possibly nonconvex function and g : Rm → R is convex but nonsmooth in usual Euclidean space,
A : E → R

m is a linear operator. We assume throughout this paper that, the proximal mapping of g can
be cheaply evaluated.

Many convex or nonconvex problems in real-world applications have the form of problem (1.1),
e.g., sparse principal component analysis (SPCA) (Zou et al., 2006), compressed modes (CMs) problem
(Ozolinš et al., 2013), robust low-rank matrix completion (Cambier & Absil, 2016) and multi-antenna
channel communications (Zheng & Tse, 2002; Gohary & Davidson, 2009), etc. Absil & Hosseini (2019)
presented many examples of manifold optimization with nonsmooth objective.

In this paper, we will propose a manifold inexact augmented Lagrangian method (MIALM) for
solving problem (1.1). We first reformulate problem (1.1) to a separable form and then develop a
manifold inexact augmented Lagrangian framework to the resulting separable optimization problem.
By utilizing the Moreau envelope technique, the iteration subproblem owning the main computational
cost in the proposed method is formulated to a smooth optimization problem on Riemannian manifold,
and then a Riemannian gradient method is applied on the smooth subproblem. Our main contributions
in this paper are summarized as follows.

(1) By utilizing the Moreau envelope technique, we reformulate the nonsmooth iteration subproblem
in the proposed method to a smooth one, and consequentially, it can be solved by some classical
Riemannian optimization methods, such as Riemannian gradient/Newton/quasi-Newton method.

(2) The convergence to critical point of the proposed manifold inexact augmented Lagrangian
framework is established under some mild assumptions.

(3) Numerical experiments on CMs and SPCA problems show that the proposed MIALM is
competitive compared with some existing methods.

Notations: Let M be a Riemannian submanifold embedded in a Euclidean space E, �x(M ) denotes
the set of all real-valued functions f defined in a neighborhood of x in M . Given a real-valued function
f and a point x ∈ M , we use ∇f (x) (∇2f (x)) and grad f (x) (Hess f (x)) to denote the Euclidean and
Riemannian gradient (Hessian) of f , respectively. The Euclidean and Riemannian Clarke subdifferential
of f at x ∈ M are denoted by ∂f (x) and ∂Rf (x). As usual, f ∗ is the Fenchel conjugate of an arbitrary
function f . We use ‖ · ‖1, ‖ · ‖2, ‖ · ‖∞ denote the �1, �2, �∞ norm in the usual sense. Other notations will
be defined when they occur.

Organization: The rest of this paper is organized as follows. Some related works on nonsmooth
manifold optimization problem are summarized in Section 2, and some preliminaries on manifold
optimization are given in Section 3. In Section 4, an MIALM is proposed and the iteration subproblem
solver is also presented. The convergence to critical point of the proposed manifold inexact augmented
Lagrangian framework is established in Section 5. Numerical results on CMs problems in physics and
SPCA are reported in Section 6. Finally, Section 7 concludes this paper with some remarks.
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MANIFOLD INEXACT AUGMENTED LAGRANGIAN METHOD 1655

2. Related works

2.1 Some existing methods for nonsmooth manifold optimization problem

The existing methods for nonsmooth manifold optimization problem are mainly focused on three
categories as follows: subgradient-oriented methods, proximal point methods and operator-splitting
methods.

The subgradient-oriented methods require subgradient information for finding the search direction.
Grohs & Hosseini (2016) proposed the ε-subgradient algorithm for minimizing a locally Lipschitz func-
tion on Riemannian manifold. By utilizing ε-subgradient-oriented descent direction and the generalized
Wolfe line-search on Riemannian manifold, Hosseini et al. (2018) presented a nonsmooth Riemannian
line-search algorithm and established the convergence to a stationary point. Grohs & Hosseini (2015)
presented a nonsmooth trust-region algorithm for minimizing locally Lipschitz objective function on
Riemannian manifold. The iteration complexity of these subgradient algorithms was also investigated
by Bento et al. (2017) and Ferreira et al. (2019). Hosseini & Uschmajew (2017) and Burke et al. (2020)
proposed the Riemannian gradient sampling algorithms. At each iteration of these Riemannian gradient
sampling methods, the subdifferential of the objective function is approximated by the convex hull of
transported gradients of nearby points, and the nearby points are randomly generated in the tangent
space of the current iterate.

Proximal point algorithms on Riemannian manifold has attracted much research attention in the
past few years. Bento et al. (2017) analyzed the iteration complexity of a proximal point algorithm
on Hadamard manifold with nonpositive sectional curvature. Without assumption on the sign of the
sectional curvature on manifold, de Carvalho Bento et al. (2016) established the global convergence of
any bounded sequence generated by the proximal point method. The Kurdyka–Łojasiewicz property on
Riemannian manifold is a powerful tool for convergence analysis of manifold optimization methods.
Bento et al. (2011) analyzed the global convergence of a steepest descent method and a proximal point
method via Kurdyka–Łojasiewicz property. Hosseini (2015) proposed a subgradient-oriented descent
method, and proved that, if the objective function has the Kurdyka–Łojasiewicz property, the sequence
generated by the subgradient-oriented descent method converges to a singular critical point.

If g(·) in problem (1.1) is a regularization, function and the corresponding proximal operator is easy
to be obtained, then there exist several operator splitting methods for problem (1.1). By introducing an
auxiliary variable, the manifold constrained and the nonsmooth term can be handled separately. To do
so will result in two easy subproblems in the operator splitting methods. The splitting of orthogonality
constraints (SOCs) method (Lai & Osher, 2014) is proposed for solving a special case of problem (1.1),
in which A = I is the identity operator and M = Stn is a Stiefel manifold. That is,

min
X

f (X) + g(X) s.t. X ∈ Stn. (2.1)

For problem (2.1), the SOC method considered the following separable reformulation:

min
X,Y ,Q

f (Y) + g(Q) s.t. X = Y , X = Q, X ∈ Stn. (2.2)

The partial augmented Lagrangian function associated with problem (2.2) is

Lβ := f (Y) + g(Q) − 〈Λ1, X − Y
〉+ β

2
‖X − Y‖2

F − 〈Λ2, X − Q
〉+ β

2
‖X − Q‖2

F ,
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1656 K. DENG AND Z. PENG

where Λ1, Λ2 is the Lagrangian multiplier and β is a penalty parameter. The SOC method updates the
iterate via

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Xk+1 = arg min
X∈Stn

Lβ(X, Yk, Qk; Λk
1, Λk

2),

Yk+1 = arg minY Lβ(Xk+1, Y , Qk; Λk
1, Λk

2),
Qk+1 = arg minQ Lβ(Xk+1, Yk+1, Q; Λk

1, Λk
2),

Λk+1
1 = Λk

1 − β(Xk+1 − Yk+1), Λk+1
2 = Λk

2 − β(Xk+1 − Qk+1).

The X-subproblem is ‘easy’ via projection on Stn, and the Q-subproblem is often structured in real
applications. The Y-subproblem is a classical smoothing optimization problem in Euclidian space and
can be solved by an efficient optimization method.

Kovnatsky et al. (2016) proposed a manifold alternating direction method of multipliers (MADMM)
for solving a separable optimization problem of the form

min
X,Y

f (X) + g(Y) s.t. AX = Y , X ∈ M.

The associated partial augmented Lagrangian function is

Lβ(X, Y; Λ) := f (X) + g(Y) − 〈Λ,AX − Y〉 + β

2
‖AX − Y‖2

2.

The MADMM updates the iterate as follows:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Xk+1 = arg min
X∈M

Lβ(X, Yk, Λk),

Yk+1 = arg min
Y

Lβ(Xk+1, Y , Λk),

Λk+1 =Λk − β(AXk+1 − Yk+1).

To the best of our knowledge, the global convergence of both SOC and MADMM keeps open so far.
Chen et al. (2016) proposed an augmented Lagrangian method (ALM) to handle problem (1.1) with

A = I and M = Stn. They also considered the separable problem (2.2). They adopted the ALM
of multipliers framework for problem (2.2), which first obtains a solution for primal variable (X, Y , Q)

jointed by X, Y and Q and then updates the multipliers. The iterate is produced by

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(Xk+1, Yk+1, Qk+1) = arg min
X∈Stn,Y ,Q

Lβ(X, Y , Q; Λk
1, Λk

2),

Λk+1
1 = Λk

1 − β(Xk+1 − Yk+1),

Λk+1
2 = Λk

2 − β(Xk+1 − Qk+1).

(2.3)

The subproblem on (X, Y , Q) in (2.3) is intractable; the authors handled it by a proximal alternating
minimization method. Hong et al. (2017) considered a more general form of problem (1.1) where M is
a generalized orthogonal manifold and proposed an approximate ALM, in which a proximal alternating
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MANIFOLD INEXACT AUGMENTED LAGRANGIAN METHOD 1657

linearized minimization method is employed for iteration subproblem. Chen et al. (2020) proposed a
manifold proximal gradient (ManPG) method for problem (1.1) with A = I , i.e.,

min
X

f (X) + g(X), s.t. X ∈ M.

At the kth iteration, the search direction Dk of the ManPG is get by solving

⎧⎪⎨
⎪⎩

min
D

〈
D, grad f (Xk)

〉
+ β

2
‖D‖2

F + g(Xk + D),

s.t. D ∈ TXkM.

(2.4)

The constraint D ∈ TXkM can be represented by a linear system Ak(D) = 0, where Ak is a specified
linear operator at the kth iteration. Subproblem (2.4) is solved by applying a semismooth Newton method
to its KKT system. The next iterate Xk+1 is then obtained by

Xk+1 = RXk(αkDk),

where R is a retraction operator; see Definition 3.1 in the next section. In addition, Wang et al. (2019)
consider an �1 principal component analysis problem and proposed a novel accelerated version of the
proximal alternating maximization method.

2.2 ALM for manifold optimization

Another line of work handles a manifold constrained optimization problem via the augmented
Lagrangian framework; see Sahin et al. (2019) and Liu & Boumal (2020). In particular, Liu & Boumal
(2020) proposed an ALM to solve the optimization problem on manifold with extra constraints, which
has the form

⎧⎪⎪⎨
⎪⎪⎩

min
x

f (x)

s.t. x ∈ M
gi(x) ≤ 0 for i ∈ I = {1, ..., n}.
hj(x) = 0 forj ∈ E = {n + 1, ..., n + m}.

(2.5)

Let F = {
x : gi(x) ≤ 0 forı ∈ I = {1, ..., n}; hj(x) = 0 forj ∈ E = {n + 1, ..., n + m}} and

g(x) = δF (x) be the indicator function of set F , i.e., g(x) = 1 if x ∈ F ; otherwise, g(x) = ∞.
Then, problem (2.5) can be formulated to a special case of problem (1.1), in which g(x) is the
nonsmooth component in the objective function. They proposed two approaches to problem (2.5): one
is a Riemannian ALM and the other is an exact penalty function method on Riemannian manifold. For
the first approach, the augmented Lagrangian function associated with problem (2.5) is given by

Lρ(x, λ, γ ) = f (x) + ρ

2

⎛
⎝∑

j∈E

(
hj(x) + γj

ρ

)2 +
∑
i∈I

max

{
0,

λi

ρ
+ gi(x)

}2
⎞
⎠ .
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1658 K. DENG AND Z. PENG

The x-subproblem is a smooth manifold optimization problem and solved inexactly in this Riemannian
ALM. Similar to this approach, we also use the augmented Lagrangian framework in this paper, but
our MIALM is totally different to this Riemannian ALM proposed by Liu & Boumal (2020). The
main difference is that the proximal operator and Moreau envelope technique are used to handle the
nonsmooth term g(x) in our MIALM, while the Riemannian ALM penalizes all constraints explicitly
to the objective function to get an augmented Lagrangian function. For the second approach, the
exact penalty function method proposed by Liu & Boumal (2020) firstly reformulates the constrained
optimization problem on manifold to an unconstrained optimization problem on manifold, which is as
follows:

min
x∈M

f (x) + ρ

⎛
⎝∑

i∈I
max{0, gi(x)} +

∑
j∈E

|hj(x)|
⎞
⎠ .

Then, the authors adopted some smoothing techniques for the nonsmooth term (i.e., the second part)
in the above exact penalty function. It is different from the problem and methods considered by Liu
& Boumal (2020), the objective function of problem (1.1) itself has a nonsmooth component g(·),
and in our MIALM, we do not use any smoothing technique to the nonsmooth function g(·). What
is more noteworthy is that, by the Moreau envelope technique, our method only needs to solve a smooth
manifold optimization subproblem at each iteration, which has the same complexity as the smoothing
exact penalty function methods in Liu & Boumal (2020).

Sahin et al. (2019) proposed an inexact ALM for a nonconvex and nonsmooth problem with
nonlinear constraints, which has the form

min
x∈Rd

f (x) + g(x), s.t. c(x) = 0, (2.6)

where f (·) is a smooth nonconvex and g(·) is a proximal-friendly convex function (not necessarily
smooth), c : Rd → R

m is a nonlinear operator. If c(x) = 0 defines a manifold (for example c(x) :=
xTx − 1 = 0 defines a Stiefel manifold), problem (2.6) is also a special case of problem (1.1). Sahin
et al. (2019) employed a general augmented Lagrangian function by penalizing the nonlinear equality-
constraint to Lagrangian function of problem (2.6), i.e.,

Lβ(x, y) = f (x) + 〈c(x), y〉 + β

2
‖c(x)‖2

2 + g(x),

which results an unconstrained Lagrangian saddle point problem in Euclidean space. At each iteration,
they use a classical optimization method to solve the x-subproblem inexactly. In contrast with their
method, we use a partial augmented Lagrangian function for problem (1.1), which keeps the resulting
subproblem to a manifold constrained optimization problem. More importantly, our MIALM also keeps
the iterate sequence satisfying the manifold constraint via some manifold optimization tools, such as
retraction and vector transport, etc.

3. Preliminaries for Riemannian optimization

An n-dimensional manifold M is a Hausforff and second-countable topological space, which is
homeomorphic to the n-dimensional Euclidean space locally via a family of charts. Let (U, ϕ) be a
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MANIFOLD INEXACT AUGMENTED LAGRANGIAN METHOD 1659

chart, where U is an open set with x ∈ U ⊂ M , and ϕ is a homeomorphism between U and open set
ϕ(U) ⊂ R

n. A tangent vector ξx to M at x is a mapping such that there exists a curve γ on M with
γ (0) = x, satisfying

ξxu := γ̇ (0)u = d(u(γ (t)))

dt

∣∣
t=0 ∀u ∈ �x(M).

The tangent space of M at x ∈ M is denoted by TxM and defined as the set of all tangent vectors to
M at x. A Riemannian manifold (M , 〈·, ·〉) is a smooth manifold equipped with an inner product 〈·, ·〉x

at each point x ∈ M . For ξx ∈ TxM , we use ‖ξx‖x =
√〈

ξx, ξx

〉
x to denote the norm induced by the

Riemannian metric. The Riemannian gradient grad f (x) ∈ TxM is denoted as the unique tangent vector
satisfying 〈grad f (x), ξ 〉x = df (x)[ξ ], for all ξ ∈ TxM . If M is a Riemannian submanifold embedded in
Euclidean space, we have grad f (x) = ProjTxM (∇f (x)), where ∇f (x) is a Euclidean gradient, ProjTxM
is the orthogonal projection operator on to the tangent space TxM . Let TM := ⋃

x∈M TxM be the
tangent bundle of M . The orthogonal complement of TxM is called the normal space to M at x and
denoted by NxM .

Definition 3.1 (Retraction, Absil et al., 2009). A retraction operator on manifold M is a smooth
mapping R : TM → M , which has the following properties: for a given x ∈ M , let Rx : TxM → M
be the retraction R restricted to TxM , then

• Rx(0x) = x, where 0x is the zero element of TxM ;

• dRx(0x) = idTxM , where idTxM is the identity mapping on TxM .

Definition 3.2 (Vector Transport; Absil et al., 2009). A vector transport T is a smooth mapping

T : TM ⊕ TM → TM : (ηx, ξx) �→ Tηx
(ξx) ∈ TM, ∀ x ∈ M,

which satisfies that

• T0x
ξx = ξx holds for ∀ ξx ∈ TxM ;

• Tηx
(aξx + bζx) = aTηx

(ξx) + bTηx
(ζx).

We also use the notation Tx→y(ξx) to indicate Tηx
(ξx), where ηx is such that y = Rx(ηx).

Definition 3.3 (The Clarke subdifferential on Riemannian manifold;Yang et al., 2014). For a locally
Lipschitz continuous function f on M , the Riemannian generalized directional derivative of f at x ∈ M
on direction v ∈ TxM is given by

f ◦(x; v) = lim
y→x

sup
t↓0

f ◦ ϕ−1(ϕ(y) + tDϕ(y)[v]) − f ◦ ϕ−1(ϕ(y))

t
,

where (ϕ, U) is a coordinate chart at x. The generalized Riemannian gradient or the Clarke Riemannian
subdifferential of f at x ∈ M is

∂Rf (x) = {ξ ∈ TxM : 〈ξ , v〉x ≤ f ◦(x; v), ∀v ∈ TxM}. (3.1)
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1660 K. DENG AND Z. PENG

Consider a Riemannian manifold minimization problem of the form

minx∈M f (x) s.t. ci(x) = 0, i = 1, · · · , m. (3.2)

Let Ω := {x ∈ M : ci(x) = 0, i = 1 · · · , m}. Given x∗ ∈ Ω , assume that the linear independent
constraint qualification (LICQ) holds at x∗, then the normal cone NΩ(x∗) is defined by Yang et al.
(2014):

NΩ(x∗) =
{

m∑
i=1

λi grad ci(x
∗)
∣∣∣∣∣ λ ∈ R

m

}
. (3.3)

The first-order optimality condition of problem (3.2) can be elaborated via the following lemma.

Lemma 3.4 (Zhang et al., 2020, Proposition 2.7) If x∗ ∈ Ω , and

∂Rf (x∗) ∩ (−NΩ(x∗)) �= ∅, (3.4)

then x∗ is a stationary solution of problem (3.2).

4. The MIALM

4.1 The proposed method, MIALM

Throughout this paper, we make the following assumptions.

Assumption 4.1

A: Manifold M is a compact Riemannian submanifold embedded in E.

B: Function f is smooth, but not necessarily convex, g is a nonsmooth convex function and ∂g(Y) is
uniformly bounded for all Y , where ∂g(Y) is a subdifferential of g at Y .

C: There exist constants α > 0 and β > 0 such that, for all X ∈ M and all U ∈ TXM , we have

{ ‖RX(U) − X‖X ≤ α‖U‖X ,

‖RX(U) − X − U‖X ≤ β‖U‖2
X .

(4.1)

Remark 4.2 Assumption 4.1 is a standard assumption. Assumption 4.1 holds for usual nonsmooth
functions, e.g., g(X) = ‖X‖1; see Qu et al. (2015). For Assumption 4.1, the constants α and β depend
on the manifold and the dimensions. For instance, the polar retraction and the QR retraction on Stiefel
manifold satisfy this regularity assumption; see Boumal et al. (2018).

By introducing an auxiliary variable Y = A X, problem (1.1) can be reformulated to

min
X,Y

f (X) + g(Y), s.t. AX = Y , X ∈ M. (4.2)
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MANIFOLD INEXACT AUGMENTED LAGRANGIAN METHOD 1661

The partial Lagrangian function associated with problem (4.2) is

L(X, Y; Z) := f (X) + g(Y) − 〈Z,AX − Y〉. (4.3)

By using Lemma 3.4, the KKT conditions of problem (4.2) can be stated as follows.

Proposition 4.3 (Zhang et al., 2020, Theorem 2.8) Suppose that Assumption 4.1 holds. Then,
(X∗, Y∗) ∈ M ×R

m satisfies the KKT conditions of problem (4.2) if there exists a Lagrange multiplier
Z∗ ∈ R

m such that

⎧⎨
⎩

0 = ProjTX∗M(∇f (X∗) − A∗Z∗),
0 ∈ ∂g(Y∗) + Z∗,
0 = AX∗ − Y∗,

(4.4)

where A ∗ is the adjoint operator of A .

The augmented Lagrangian function associated with (4.2) is

Lρ(X, Y; Z) = L(X, Y; Z) + ρ

2
‖AX − Y‖2

2

= f (X) + g(Y) − 〈Z,AX − Y〉 + ρ

2
‖AX − Y‖2

2. (4.5)

For a given (Xk, Yk, Zk), the manifold augmented Lagrangian method (MALM) produces the next iterate
via

{
(Xk+1, Yk+1) = arg min

X∈M,Y∈Rm
Lρ(X, Y; Zk),

Zk+1 = Zk − ρ(AXk+1 − Yk+1).
(4.6)

We note that the (X, Y)-subproblem in iteration (4.6) is intractable due to coupling on variables X and
Y . We need to handle it by some special techniques, the Moreau envelope provides a possible approach.

At the kth iteration for the first subproblem in (4.6), for fixed ρ > 0 and Z, we aim to solve

min
X∈M,Y∈Rm

Lρ(X, Y; Z). (4.7)

Fixed X, the optimal solution Ȳ of (4.7) is

Ȳ = proxg/ρ

(
AX − 1

ρ
Z

)
, (4.8)

where proxg is a proximal mapping of g defined as follows

proxg(v) := arg min
y

{
g(y) + 1

2
‖y − v‖2

2

}
.
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1662 K. DENG AND Z. PENG

Denote ψZ(X) := infY Lρ(X, Y; Z). Then the optimal solutions (X̄, Ȳ) for (4.7) can be computed as
follows:

X̄ = arg min
X∈M

ψZ(X), Ȳ = proxg/ρ

(
AX̄ − 1

ρ
Z

)
.

By this way, the MALM iterate (4.6) can be rewritten to

⎧⎨
⎩

Xk+1 = arg minX∈M ψZk(X),
Yk+1 = proxg/ρ(AXk+1 − 1

ρ
Zk),

Zk+1 = Zk − ρ(AXk+1 − Yk+1).
(4.9)

It is worth noting that the variable Y does not appear explicitly in the X-subproblem of iteration (4.9).
However, the X-subproblem in iteration (4.9) has not closed the solution in general, and it may be very
expensive to get an exact solution. Fortunately, we only need to compute an approximate solution of
X-subproblem at each iteration, and we describe the resulting method as the MIALM. Algorithm 1
summarizes the proposed MIALM in details.

Algorithm 1 Manifold inexact augmented Lagrangian method, MIALM

1: Input: Let Zmin < Zmax, X0 ∈ M , Z̄0 ∈ R
m. Given εmin ≥ 0, ε0 > 0, ρ0 > 1, σ > 1, 0 < τ < 1.

2: for k = 0, 1, · · · do

3: Produce the next iterate (Xk+1, Yk+1) via: Get Xk+1 by inexactly solving

min
X∈M

ψZ̄k(X) (4.10)

with a tolerance εk, where {εk}k∈N ↓ 0. And let

Yk+1 = proxg/ρk
(AXk+1 − Z̄k).

4: Update the Lagrangian multiplier Zk+1 by

Zk+1 = Z̄k − ρk(AXk+1 − Yk+1). (4.11)

Project Zk+1 on B = {Z : Zmin ≤ Z ≤ Zmax} to get Z̄k+1.

5: Update penalty parameter by

ρk+1 =
{

ρk, if ‖AXk+1 − Yk+1‖∞ ≤ τ‖AXk − Yk‖∞
σρk, otherwise

(4.12)

6: end for
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Remark 4.4

(1) The proposed MIALM is actually an ALM-type method. The complexity of X-subproblem is the
same as that of MADMM. However, the proposed MIALM obtains an optimal solution on variable
(X, Y) jointed by X and Y , which guarantees the convergence, but the convergence of the MADMM
keeps open until now.

(2) Section 4.2 will show that ψ is continuous differentiable on manifold and its derivatives are easy
to compute. Thus, all efficient Riemannian optimization methods, such as Riemannian gradient
method, Riemannian Newton method, etc., are adoptable for the X-subproblem.

(3) The proposed method is also utilizable for smooth Riemannian optimization problem under set-
constrained, in which g(Y) = δΩ(Y) is the indictor function of set Ω , and Ω is the constraint-set.

(4) Only an approximate solution Xk+1 of subproblem (4.10) in our MIALM is needed for the
convergence. The stopping criteria for X-subproblem (4.10) is given by

‖grad ψZ̄k(Xk+1)‖Xk+1 ≤ εk,

where εk → 0 as k → ∞.

4.2 Riemannian optimization subproblem

The main computational cost of Algorithm 1 is to solve the subproblem (4.10). Given Z̄ and ρ > 0, we
consider the following minimization problem:

min
X∈M

{
ψ(X) := inf

Y∈Rm
Lρ(X, Y , Z̄)

}
. (4.13)

By the closed form solution of Y , we reformulate ψ(X) as follows:

ψ(X) = inf
Y
Lρ(X, Y , Z̄) = f (X) + g(proxg/ρ(AX − Z̄/ρ))

+ ρ

2

∥∥∥AX − Z̄/ρ − proxg/ρ(AX − Z̄/ρ)

∥∥∥2

2
− 1

2ρ
‖Z̄‖2

2

= f (X) + M1/ρ
g

(
AX − 1

ρ
Z̄

)
− 1

2ρ
‖Z̄‖2

2. (4.14)

In the second equality, Mμ
g : E → R is the Moreau envelope of g defined by

Mμ
g (v) : = min

y

{
g(y) + 1

2μ
‖y − v‖2

2

}
. (4.15)

The following lemma state that Mμ
g is a continuously differentiable function, even if g is not.
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Lemma 4.5 (Beck, 2017, Theorem 6.60) Let g : E → R be a proper closed and convex function, and
μ > 0. Then Mμ

g is 1
μ

-smooth in E, and for all v ∈ E one has

∇Mμ
g (v) = 1

μ
(v − proxμg(v)).

By the property of the proximal mapping and the Moreau envelope, one can readily conclude that
ψ(X) is continuously differentiable and

∇ψ(X) = ∇f (X) + ρA∗
(
AX − 1

ρ
Z̄ − proxg/ρ

(
AX − 1

ρ
Z̄

))

= ∇f (X) + ρA∗
(

proxρg∗

(
AX − 1

ρ
Z̄

))
. (4.16)

The second equality is followed by the important Moreau identity:

proxμg(v) + μproxg∗/μ(v/μ) = v,

where μ > 0 is a given parameter, g∗ is the conjugate function of g defined by

g∗(x) := sup
v

{〈x, v〉 − g(v)}. (4.17)

In what follows, we show that ψ is a retraction smooth function with respect to retraction R in the sense
that, for ∀X ∈ M and ∀U ∈ TXM , one has

ψ(RX(U)) ≤ ψ(X) + 〈grad ψ(X), U〉X + L̄ψ

2
‖U‖2

X , (4.18)

where L̄ψ is a constant associated with α and β in Assumption 4.1. Lemma 4.6 shows that the connection
between the Lipschitz continuity in Euclidean space and the smoothness in Riemannian manifold, for
the proof, the readers are referred to Lemma 2.7 in Boumal et al. (2018).

Lemma 4.6 Let E be a Euclidean space and M be a compact Riemannian submanifold embedding in
E. If f : E → R has Lipschitz continuous gradient in the convex hull of M then there exists a positive
constant �g such that

f (Rx(η)) ≤ f (x) + 〈η, grad f (x)〉x + �g

2
‖η‖2

x (4.19)

holds at ∀ η ∈ TxM .

By Lemma 4.6, we get the Riemannian gradient of ψ(X)

grad ψ(X) = ProjTXM(∇ψ(X)).
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So problem (4.13) can be solved by some Riemannian optimization methods. In this paper, we did
not adopt the second-order method because ψ has only continuous gradient: the Riemannian gradient
grad ψ is continuous, but not differentiable. Although the Riemannian semismooth Newton method
(de Oliveira & Ferreira, 2020) can be adopted, its convergence analysis is not clear due to ψ being
nonconvex in Euclidean space and the monotonicity of grad ψ cannot be guaranteed. For first-order
methods, the Barzilai–Borwein (BB) gradient method is easy to implement and effective in Euclidean
space. Thus, we adopt a Riemannian Barzilai–Borwein gradient (RBB) method proposed by Iannazzo
& Porcelli (2018) to solve problem (4.13). At the kth iteration, for given Xk, the RBB method get Xk+1

by

Xk+1 = RXk(−αkgk), (4.20)

where gk = gradψ(Xk) is the Riemannian gradient of ψ at Xk and αk is a stepsize. Similar to Euclidean
case, we choose an appropriate αk via a line search strategy. Given σ and γ , we try to find the smallest
integer l such that

ψ(RXk(−σ lαBB
k gk)) ≤ ψ(Xk) − γ σ lαBB

k ‖gk‖2
Xk , (4.21)

where αBB
k is an initial step size. A good initial step size can reduce the number of line searches and

improve the efficiency of the method. It is well known that an initial step size computed the BB method
can speed up the convergence in Euclidean optimization. In this paper, we choose an RBB step size
proposed by Iannazzo & Porcelli (2018), i.e.,

τ 1
k+1 =

〈
sk, sk

〉
Xk+1〈

sk, yk
〉
Xk+1

, or τ 2
k+1 =

〈
sk, yk

〉
Xk+1〈

yk, yk
〉
Xk+1

, (4.22)

where yk := gk+1 − TXk→Xk+1(gk), sk := TXk→Xk+1(−αkgk) and TXk→Xk+1 denotes an appropriate
vector transport. The RBB gradient method for X-subproblem (4.13) is summarized in Algorithm 2.
The results on global convergence of the RBB algorithm was established by Theorem 3.1 of Iannazzo
& Porcelli (2018).

5. Convergence analysis

We present the global convergence analysis of Algorithm 1 in this section. For convenience in notation,
we rewrite problem (4.2) to a standard constrained optimization problem on manifold. Let N = M ×
R

m be a product manifold and W = (X, Y) ∈ N . Then, problem (4.2) can be rewritten to

min
W

θ(W), s.t. h(W) = 0, W ∈ N , (5.1)

where θ(W) = f (X) + g(Y) and h(W) = [A , −I ]W ∈ R
m is a linear operator where I denotes the

identity operator. The partial augmented Lagrangian function associated with problem (5.1) is

Lρ(W; Z) = θ(W) −
m∑

i=1

Zi[h(W)]i + ρ

2

m∑
i=1

[h(W)]2
i .
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Algorithm 2 Proximal point algorithm for penalty problem

1: Given: X0 ∈ M , tolerance ε > 0, initial step size αBB
0 . Let g0 = grad ψ(X0), the sufficient

decrease parameter γ and the step length contraction factor σ ∈ (0, 1).

2: Initialize: k = 0.

3: while‖gk‖ ≥ ε do

4: Find the smallest positive integer h that satisfies (4.21) and set αk := σ hαBB
k .

5: Compute Xk+1 = RXk(−αkgk), and gk+1 = grad ψ(Xk+1).

6: Compute τk+1 via (4.22), and compute the new step size αBB
k+1 by

αBB
k+1 =

{
min{αmax, max{αmin, τk+1}} if

〈
sk, yk

〉
Xk+1 > 0,

αmax otherwise.

7: Let k := k + 1.

8: end while

The KKT conditions of problem (5.1) are given by: if W∗ is a solution of (5.1) then there exists a
Z∗ ∈ R

m such that

0 ∈ ∂Rθ(W∗) −
m∑

i=1

grad(Z∗
i [h(W∗)]i), h(W∗) = 0, W∗ ∈ N , (5.2)

where ∂Rθ(W∗) is Riemannian subdifferential of θ at W∗. The KKT system (5.2) is identical to
(4.4) because of that M is a Riemannian submanifold embedded in Euclidean space. Specifically, let
W∗ = (X∗, Y∗), we obtain the equivalence between (5.2) and (4.4) by

0 ∈

⎛
⎜⎜⎝ grad f (X∗) −

m∑
i=1

grad(Z∗
i [AX∗]i)

∂Rg(Y∗) + Z∗

⎞
⎟⎟⎠ =

(
grad f (X∗) − PTX∗M(A∗Z∗)

∂Rg(Y∗) + Z∗

)

=
(

PTX∗M(∇f (X∗) − A∗Z∗)

∂g(Y∗) + Z∗

)
, (5.3)

where the latter equation use the fact that Y lies on the linear manifold R
m and then ∂Rg(Y∗) = ∂g(Y∗).

Inspired by Yang et al. (2014), the constraint qualifications of problem (5.1) is given by the following
definition.

Definition 5.1 (LICQ). LICQs are said to hold at W∗ ∈ N for problem (5.1) if

{
grad[h(W∗)]i| i = 1, 2, · · · , m.

}
are linearly independent in TW∗N . (5.4)
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The following lemma proves that the LICQ (5.4) always holds at ∀W ∈ N for our problem (5.1).

Lemma 5.2 For arbitrary compact Riemannian manifold M , the LICQ condition (5.4) of problem (5.1)
always holds at ∀W ∈ N = M × R

m.

Proof. Let h1(x) = A X ∈ R
m, h2(Y) = −Y ∈ R

m, then h(W) = h1(X) + h2(Y) and

grad h(W) =
(

gradX h(W)

gradY h(W)

)
=
(

grad h1(X)

grad h2(Y)

)
.

It is sufficient to show that {grad[h2(Y)]i, i = 1, 2, · · · , m} is linearly independent. Notice that Y lies
on a linear manifold, i.e., grad[h2(Y)]i = ∇[h2(Y)]i. It is obvious that {∇[h2(Y)]i, i = 1, 2, · · · , m} is
linearly independent, and the proof is completed. �

By Remark 4.4(4), step 2 of Algorithm 1 satisfies the following condition: the iterate Xk+1 is an
εk-stationary point of X-subproblem (4.10), i.e.,

‖grad ψZ̄k(Xk+1)‖Xk+1 ≤ εk. (5.5)

Given W = (X, Y), and ξ = (ξX , ξY) ∈ TWN , where ξX ∈ TXM , ξY ∈ R
m. The norm of ξ is defined as

‖ξ‖W = ‖ξX‖X +‖ξY‖2. Before presenting our analysis of Algorithm 1, by (5.5), we have the following
lemma.

Lemma 5.3 If Xk+1 is an approximate solution of problem (4.13) satisfying (5.5), and Yk+1 is updated
via (4.8) and Wk+1 = (Xk+1, Yk+1). Then, there exists νk such that

νk ∈ ∂RLρk
(Wk+1; Z̄k), and ‖νk‖Wk+1 ≤ εk.

Proof. By a slight abuse of notation, we write ∂Y ,RLρk
(Wk+1; Z̄k) as the Riemannian Clarke

subdifferential of Lρk
(Wk+1; Z̄k) with respect to Y , then ∂RL is given by

∂RLρk
(Wk+1; Z̄k) =

(
gradX Lρk

(Wk+1; Z̄k)

∂Y ,RLρk
(Wk+1; Z̄k)

)
.

Assume that δk = grad ψZ̄k(Xk+1) and ‖δk‖Xk+1 ≤ εk, then

δk = PTXk+1M
(
∇ψZ̄k(Xk+1)

)

= PTXk+1M

(
∇f (Xk+1) + ρAT

(
AXk+1 − Z̄k/ρk − proxg/ρk

(
AXk+1 − 1

ρk
Z̄k
)))

= PTXk+1M
(
∇f (Xk+1) + ρkAT

(
AXk+1 − Z̄k/ρk − Yk+1

))
= PTXk+1M

(
∇XLρk

(Wk+1; Z̄k)
)

= gradX Lρk
(Wk+1; Z̄k). (5.6)
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By (4.8), Yk+1 = arg min
Y∈Rm

Lρk
(Xk+1, Y; Z̄k), we have

0 ∈ ∂YLρk
(Wk+1; Z̄k). (5.7)

Notice that the domain of Y is Rm, which is a linear manifold, (5.7) implies that

0 ∈ ∂Y ,RLρk
(Wk+1; Z̄k). (5.8)

Combining (5.6) and (5.8), and let νk = (δk, 0m), we have that

νk ∈ ∂RLρk
(Wk+1; Z̄k)

and ‖νk‖Wk+1 = ‖δk‖Xk+1 ≤ εk. The proof is completed. �

Theorem 5.4 Suppose {Wk}k∈N is a sequence generated by Algorithm 1, Assumption 4.1 and (5.5)
hold. Then, sequence {Wk}k∈N has at least one cluster point. Furthermore, if W∗ is a cluster point then
W∗ is a KKT point of problem (5.1).

Proof. To prove the first part of Theorem 5.4, we need firstly to show that sequence {Wk}k∈N is
bounded. By Assumption 4.1, M is a compact submanifold embedded in E, then {Xk}k∈N is bounded.
By Yk+1 = proxg/ρk

(A Xk+1 − 1
ρk

Z̄k), there exists vk ∈ ∂g(Yk+1) such that

vk − ρk

(
AXk+1 − 1

ρk
Z̄k − Yk+1

)
= 0.

Again using Assumption 4.1, ∂g(Yk+1) is a bounded set, sequence {vk}k∈N is bounded. It is obvious that
Z̄k ∈ B = {Z : Zmin ≤ Z ≤ Zmax} is bounded. Since sequence {ρk}k∈N is nondecreasing, we have
ρk ≥ ρ0 (∀k ∈ N), deduces that {Yk}k∈N is bounded. In summary, sequence {Wk}k∈N is bounded.

Next, we show that W∗ is a feasible point of (5.1). By the updating rule of {Wk}k∈N in Algorithm 1,
we have Wk ∈ N . If {ρk}k∈N is bounded, by the updating rule of ρk, there exists a k0 ∈ N such that

‖h(Wk)‖∞ ≤ τ‖h(Wk−1)‖∞, ∀k ≥ k0,

where τ ∈ (0, 1). Which deduces h(W∗) = 0. If {ρk} is unbounded, by Lemma 5.3, we have

νk ∈ ∂RLρk
(Wk+1; Z̄k), ‖νk‖Wk+1 ≤ εk,

where εk ↓ 0 as k → ∞. There exists Uk ∈ ∂Rθ(Wk+1) such that

νk = Uk +
m∑

i=1

grad
(
−Z̄k

i [h(Wk+1)]i + ρk

2
[h(Wk+1)]2

i

)

= Uk +
m∑

i=1

PTWk+1N
((

−Z̄k
i + ρk[h(Wk+1)]i

)
∇[h(Wk+1)]i

)
. (5.9)
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Dividing both sides of (5.9) by ρk, we get

m∑
i=1

PTWk+1N
((

−Z̄k
i /ρk + [h(Wk+1)]i

)
∇[h(Wk+1)]i

)
= (νk − Uk)/ρk,

where {Z̄k} is bounded, and νk ↓ 0. Note that θ(W) = f (X) + g(Y) and g is a convex function on E, and

∂Rθ(W) =
(

grad f (X)

∂Rg(Y)

)
=
(

grad f (X)

∂g(Y)

)
.

Invoked Proposition B.24(b) in Bertsekas (1997), we get the boundedness of
⋃

k∈N ∂g(Yk) by the
boundedness of {Yk}. In addition, f (X) is a smooth function and M is a compact manifold, which
implies Riemannian gradient sequence {grad f (Xk)}k∈N is bounded. We have that

⋃
k∈N ∂Rθ(Wk) is

bounded, which deduces {Uk}k∈N is also bounded.
By the boundedness of {(Wk, Z̄k)}, there exists K ⊂ N such that lim

k∈K ,k→∞
Wk = W∗. Taking limits

as k ∈ K going to infinity on (5.9), and using the continuity and differentiability of h, we have

m∑
i=1

(
[h(W∗)]i

)
grad[h(W∗)]i =

m∑
i=1

[h(W∗)]iPTW∗N (∇[h(W∗)]i)

=
m∑

i=1

PTW∗N ([h(W∗)]i∇[h(W∗)]i) = 0.

Note that LICQ holds at W∗ by Lemma 5.2, we conclude that [h(W∗)]i = 0 for all i.
Since {Uk}k∈N is bounded, there exists a subsequence K1 ⊂ K such that lim

k→∞,k∈K1

Uk = U∗.

Recall that lim
k→∞,k∈K

Wk = W∗, we get U∗ ∈ ∂Rθ(W∗) by the closedness property of the limiting

subdifferential. Together with Zk+1
i = Z̄k

i + ρk[h(Wk+1)]i, ∀ i, by (5.9), we have from Algorithm 1 that
∀ k ∈ K1,

νk = Uk +
m∑

i=1

PTWk+1N
(

Zk+1
i ∇[h(Wk+1)]i

)

= Uk +
m∑

i=1

Zk+1
i grad[h(Wk+1)]i, (5.10)

where ‖νk‖Wk+1 ≤ εk and Uk ∈ ∂Rθ(Wk+1).
We claim that {Zk} is bounded. Otherwise, assume that {Zk} is unbounded, by (5.9), we have

Uk

‖Zk+1‖∞
+

m∑
i=1

(
Zk+1

i

‖Zk+1‖∞

)
grad[h(Wk+1)]i = νk

‖Zk+1‖∞
.
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Since Zk+1

‖Zk+1‖∞
∈ [−1, 1] is bounded, there exists a subsequence K2 ⊂ K1 such that lim

k→∞,k∈K2

Zk+1

‖Zk+1‖∞
=

Z̄, where Z̄ is a nonzero matrix. Taking limits as k ∈ K2 going to infinity, we obtain

m∑
i=1

Z̄i grad[h(W∗)]i = 0,

which leads contradiction to the LICQ condition at W∗.
Using the boundedness of {Uk} and {νk} ↓ 0, there exists a subsequence K3 ⊂ K2 such that
lim

k→∞,k∈K3

Uk = U∗ and lim
k→∞,k∈K3

Zk = Z∗. By the continuity of mapping grad h, and taking limits as

k ∈ K3 going to infinity on both sides of (5.10), we have

U∗ +
m∑

i=1

Z∗
i grad[h(W∗)]i = 0, (5.11)

and complete the proof. �

6. Experiments

In this section, some numerical experiments are presented to evaluate the performance of our MIALM.
We compare our algorithm with the existing methods, including SOC (Lai & Osher, 2014), MADMM
(Kovnatsky et al., 2016), PAMAL (Hong et al., 2017), ManPG and its adaptive version (ManPG-adap)
(Chen et al., 2020). We also test the Riemannian subgradient method (Rsub for short) proposed by Li et
al. (2021). At the kth iteration, the Riemannian subgradient method gets Xk+1 via

Xk+1 = RXk(−γk∇̃RF(Xk)), ∇̃RF(Xk) ∈ ∂RF(Xk),

where ∂RF(Xk) denote the Riemannian subgradient of F at Xk and γk is a step size. For the MADMM,
the Riemannian manifold optimization subproblem is also handled by RBB gradient method (Algorithm
2). We use the polar decomposition as the retraction mapping in our MILAM, MADMM, ManPG and
the Riemannian subgradient method. For the SOC, PAMAL and ManPG methods, we use the code
provided by Chen et al. (2020) (all codes are available1). All experiments are performed on a Linux
server with a 12-cores Intel Xeon E5-2680 CPU and 128 GB memory. The reported time is wall-clock
time in seconds. The codes of our algorithm are available at https://gitee.com/DENGKANGKANG/
mialm_code.

6.1 Stopping criteria

In our experiments, the CMs in physics and SPCA problems are used as test problems. The following
relative KKT residual of problem (1.1) is set to a stopping criterion for our MIALM and MADMM,

1 https://github.com/chenshixiang/ManPG
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both involve primal variable (X, Y) and Lagrangian multiple Z:

ηp :=
∥∥AXk − Yk

∥∥
2

1 + ∥∥AXk‖2 + ‖Yk
∥∥

2

,

ηd :=
∥∥∥ProjTXkM(∇f (Xk) − A∗Zk)

∥∥∥2

Xk

1 + ∥∥∇f (Xk)
∥∥

2

,

ηC :=
∥∥∥AXk − proxg(AXk − Zk)

∥∥∥2

2

1 + ∥∥AXk
∥∥

2

.

(6.1)

The MIALM and MADMM methods are terminated if

error := max
{
ηp, ηd, ηC

}
≤ tol, (6.2)

where ‘tol’ is a given accuracy tolerance. Both SOC and PAMAL generate iteration sequence
{(Xk, Yk, Qk)}, which are given by (??) and (2.3), respectively, and both are terminated if

‖Xk − Yk‖2

max
{
1, ‖Yk‖2, ‖Xk‖2

} + ‖Xk − Qk‖2

max
{
1, ‖Xk‖2, ‖Qk‖2

} ≤ tol. (6.3)

The ManPG and ManPG-A algorithm are terminated if

‖E(Λk)‖2 ≤ tol, (6.4)

where E(Λk) is given by Chen et al. (2020). Since the evaluation criterion is different for different
methods, we first run our MIALM and get the objective value FM , then for the other methods except the
Riemannian subgradient method, we give three conditions as follows:

(1) the criterion listed above is hit with the given tolerance;

(2) a specified maximum number of iterations is reached;

(3) the objection value satisfies F(Xk) ≤ FM + 10−4.

To be fair, we terminate those methods when one of the three conditions is satisfied. For the Riemannian
subgradient method, there is no evaluation criterion, it is terminated whenever one of the latter two
conditions listed above is hit.

6.2 Tested problem 1: CMs in physics

In physics, the CMs problem seeks spatially localized solutions of the independent-particle Schrödinger
equation:

Ĥφ(x) = λφ(x), x ∈ Ω , (6.5)
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1672 K. DENG AND Z. PENG

where Ĥ = − 1
2Δ and Δ is a Laplacian operator. Consider the one-dimensional free-electron (FE) model

with Ĥ = − 1
2∂x2 in our experiments. By a proper discretization, the CMs can be reformulated to

min
X∈Rn×r

tr(XTHX) + μ‖X‖1, s.t. XTX = Ir, (6.6)

where H is the discretized Schrödinger operator, μ is a regularization parameter. The interesting readers
are referred to Ozolinš et al. (2013) for more details. For problem (6.6), both SOC and PAMAL solve
an equivalent form as follows:

min
X,Y ,Q∈Rn×r

tr(XTHX) + μ‖Y‖1 s.t. X = Y , X = Q, QTQ = Ir.

The MADMM handles a separable reformulation of the form

min
X,Y∈Rn×r

tr(XTHX) + μ‖Y‖1 s.t. X = Y , XTX = Ir.

In our experiments, the domain Ω := [0, 50] is discretized with n equally spaced nodes. The
parameters of our MIALM are set to τ = 0.99, σ = 1.05, ρ0 = λmax(H)/2, Zmin = −100 ·1d×r, Zmax =
100 · 1d×r, Z0 = 0d×r and εk = max(10−5, 0.9k) where k ∈ N is iteration counter. We terminate
MIALM if the stopping criterion (6.2) is hit with tol = 10−8 ∗ n ∗ r or iteration counter k ≥ 5000.
The inner iteration is terminated if ‖grad ψZ̄k(Xk)‖Xk ≤ εk or inner iteration number exceeds 100.
For the MADMM, the penalty parameter is set to ρ = λmax(H)/2, where λmax(H) denote the largest
eigenvalue of H, the tolerance of the stopping criterion (6.2) is set tol = 10−8 ∗ n ∗ r and the maximum
iterations is kmax = 5000. The subproblem of the MADMM is terminated if the norm of Riemannian
gradient of X-subproblem is less than 10−5 or the inner iteration number exceeds 100. The parameters
of the SOC, PAMAL and ManPG are set the same as in Chen et al. (2020), the tolerance of the
SOC and PAMAL are set tol = 10−6, and the maximum iterations are kmax = 20000. For ManPG
and ManPG-adap, the tolerance in (6.4) is set tol = 10−8 ∗ n ∗ r, and the maximum iterations are
kmax = 20000.

We test the performance of all methods for solving CMs problem (6.6) with different n, r and sparsity
parameter μ, where n ∈ {128, 256, 512}; r ∈ {10, 20, 30, 50}; μ ∈ {0.05, 0.1, 0.2, 0.3}. Table 1 reports
the computational results of MIALM and MADMM on CMs problem. Due to the space limitation,
Table 1 only shows the results of n ∈ {256, 512}. In Table 1, ‘obj’ denotes the objective value, ‘iter’
and ‘siter’ are corresponding to the number of outer iterations and the average number of inner iteration
per outer iteration, respectively. The parameters ηp, ηd, ηC are given by (6.1). Table 1 indicates that our
MIALM is over five times faster than MADMM in most instances, the number of iterations of MIALM
is significantly less than that of MADMM. In Fig. 1, we describe the relationship between two criterion,
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Fig. 1. The performance of MIALM and MADMM on CMs with n = 128, r = 10, μ = 0.05.

with cpu-time in the iterative process of one instance with n = 128, r = 10, μ = 0.05. Those two criteria
are objective value and error, where error is given by (6.1). Although both MIALM and MADMM make
rapid progress lowering the cost in the early stage, MIALM eventually converge considerably faster than
MADMM, which is shown in Fig. 1 (left). Figure 1 (right) shows that both ηp and ηC of MADMM have
similar curve as MIALM at early stage, and ηd is decreasing slowly, leading to a shock of ηp and ηC. The
reason for the slow decline of ηd is that the MADMM minimizing the variables X and Y , respectively, in
each iteration, while MIALM solves a joint minimization problem respect to X, Y . At the end, a sudden
drop for ηd since ηd has the same precision as ηp and ηC.

We compare the accuracy and efficiency of MIALM with other algorithms using the performance
profiling method proposed in Dolan & Moré (2002). Let tp,s be some performance quantity (e.g., time
or accuracy, lower is better) associated with the s-th solver on problem p. Then, one computes the ratio
rp,s between tp,s over the smallest value obtained by ns solvers on problem p, i.e., rp,s := tp,s

min{tp,s:1≤s≤ns} .
For τ > 0, the value

πs(τ ) := number of problems where log2(rp,s) ≤ τ

total number of problems

indicates that solver s is within a factor 2τ ≥ 1 of the performance obtained by the best solver. Then the
performance plot is a curve πs(τ ) for each solver s as a function of τ . In Fig. 3, we show the performance
profiles of two criteria: ‘relative-obj’ and ‘CPU time’, where ‘relative-obj’ is the relative objective value
defined by F/|Fmax|, where F is the objective value obtained by each method, Fmax denotes the largest
objective value of all methods. In particular, the intercept point of the axis ‘ratio of problems’ and the
curve in each subfigure is the percentage of the lower/faster one between the two solvers. These figures
show that the objective value and the CPU time of our MIALM are better than other algorithms in
most problems. Table 2 give the detail results. The results show that the MIALM compares favorably to
the other methods. For the same objective function value, our MIALM takes less CPU-time. Figure 2
describes the relationship between objective value with cpu-time in the iterative process of one instance
with n = 128, r = 10, μ = 0.1. One can see that the MIALM and SOC, PAMAL are comparable for
CMs problem.
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1676 K. DENG AND Z. PENG

Fig. 2. The objective function value vs cputime of MIALM and the compared algorithms on CMs with n = 128, r = 10, μ = 0.1.

Fig. 3. The performance profiles of MIALM and other algorithms on CMs.

6.3 Test problem 2: SPCA

Given a data set {b1, · · · , bm} where bi ∈ R
n×1, the sparse PCA problem is

min
X∈Rn×r

m∑
i=1

‖bi − XXTbi‖2
2 + μ‖X‖1, s.t. XTX = Ir, (6.7)

where μ is a regularization parameter. Let B = [b1, · · · , bm]T ∈ R
m×n, problem (6.7) has the form

min
X∈Rn×r

−tr(XTBTBX) + μ‖X‖1, s.t. XTX = Ir. (6.8)

In our experiments, data matrix B ∈ R
m×n is generated via the following two settings.
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Fig. 4. The performance profiles of MIALM and other algorithms on SPCA with random data.

(1) Data matrix B ∈ R
m×n is produced by MATLAB function randn(m, n), which all entries of B

follow the standard Gaussian distribution. We shift the columns of B such that they have 0-mean,
and finally the column-vectors are normalized.

(2) Data matrix B ∈ R
m×n is selected from real data. In those real data, ‘Arabidopsis’ and ‘Leukemia’

are the gene expression data selected from Li & Toh (2010), ‘Staunton’ and ‘Ross’ are the NCI 60
data selected from Culhane et al. (2003) and ‘realEQTL’ is the yeast eQTL data selected from Zhu
et al. (2008).

All methods are terminated with the same stopping criterion as that used on the CMs. The parameters
of our MIALM and MADMM are set to the same as that used in the CMs, except that the penalty
parameter is re-set to ρ0 = λ2

max(B
TB)/2. For the SOC, PAMAL and ManPG methods, the parameter

settings provided in Chen et al. (2020) are copied, the interested readers are referred to Chen et al.
(2020) for details. We set m = 50 in these experiments.

The results in setting 1. We test the performance of all methods for solving different instances of
problem (6.8) induced by different n, r and sparsity parameter μ, where n ∈ {200, 300, 500, 1000};
r ∈ {10, 20, 30, 50}; μ ∈ {0.4, 0.6, 0.8}. Due to the space limitation, we only report the results of
n ∈ {300, 500, 1000} and r ∈ {20, 30, 50}. The total number of line search steps and the average
number of inner/outer iteration of the MIALM and MADMM are listed in Table 4. One can see that
MIALM is over 10 times faster than MADMM in most instances, and has lower outer iteration and line
search steps than that of the MADMM. The computational results of our MIALM and other methods on
objective value and time are reported in Table 3. The performance profile of MIALM and other methods
on criteria ‘relative-obj’ and ‘CPU time’ are displayed in Fig. 4, where ‘relative-obj’ is defined as

relative-obj := eF/|Fmax|, (6.9)

where F is the objective value obtained by each method, Fmax denotes the largest objective value of
all methods. The results show that, for these settings of SPCA, our MIALM has the better performance
compared to other methods.
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1680 K. DENG AND Z. PENG

Fig. 5. The performance profiles of MIALM and other algorithms on SPCA with real data.

The results in setting 2. We test the performance of all methods for solving problem (6.8) induced
by different μ and r, where r ∈ {10, 20} and μ ∈ {0.4, 0.6}. The computational results of our MIALM
and other methods on objective value and time are reported in Table 5. Table 6 reports the detailed results
of MIALM and MADMM on SPCA problem with real data. One can easily conclude from Table 6 that,
for these settings of SPCA problems with real data, our MIALM performs better than MADMM on
most instances. The performance profile of MIALM and other methods on criteria ‘relative-obj’ and
‘CPU time’ are displayed in Fig. 5, where ‘relative-obj’ is defined by (6.9). All the results show that, for
the SPCA problem with this settings, our MIALM compares favorably to the other methods.

7. Conclusions

In this paper, we proposed an MIALM for nonsmooth composite minimization problem on Riemannian
manifold. Based on the Moreau envelope, the iteration subproblem is reformulated to a smooth
Riemannian manifold minimization problem and a proximal operator, and at each iteration in our
method, one only needs an inexact solution of the smooth Riemannian manifold minimization problem.
The convergence to critical point of the proposed method is established under some mild assumptions.
Numerical experiments show that our method is competitive to some existing state-of-the-art methods.
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